
Medical statistics

PD Dr. Stefan Gräber
Institut für Medizinische Biometrie,        

Epidemiologie und Medizinische Informatik
Universität des Saarlandes, Homburg

Saarland University, Medical Faculty
PhD-Program



Content overview (1)

• Study question and hypothesis

• Study design

• Basic terms

• Descriptive statistical analysis 
(frequency tables, summarizing 
measures, graphical presentation)
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Content overview (2)

• Confirmatory statistical analysis 
(statistical test, confidence interval)

• Special approaches (regression analysis, 
survival analysis)
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Study question and hypotheses
• Study question is the clear definition of 

issue which shall be answered with the 
study.

• Hypotheses will be derived from the 
question. They are more specific and 
may be confirmed or rejected by a 
statistical test.

• Collecting data without study question 
is unscientific!
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Examples (1)

• Which treatment of 
varicosis* (stripping 
or ELT) is better?

• Does drug A reduce 
the systolic blood 
pressure?

• The infection rate of 
ELT is 3% and of 
stripping 15%.

• The average 
reduction of blood 
pressure by drug A 
is 10 mmHg.
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* Varicose veins (commonly on the leg) are veins that 
have become enlarged and tortuous, because the 
leaflet valves to prevent blood from flowing backwards 
are insufficient.



Examples (2)

• Is overweight a risk 
factor for stroke?

• How is the prognosis 
after the complete  
ectomy of a colon 
tumor?

• When BMI > 30 the 
risk is twice as much 
when BMI ≤ 30.

• After 5 years 80% of 
patients are still 
alive.
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Statistical model
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Outcome
caused by / 

dependent on?

Exposure

Explanatory variable 
or factor, e.g. 
treatment

Outcome variable, 
e.g. difference of 
blood pressure

Confounding

e.g. age, gender, comorbidity



How to get data?

• Experiment

• Survey

• Trial

• Study
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Study type

• If exposure is manipulated, you perform 
an experimental or interventional study 
(trial).

• If exposure is not manipulated, you 
perform a non-experimental or 
observational study.
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Study type: Interventional
• Controlled

• Randomized: Randomized controlled trial 
(RCT)

• Non-randomized (quasi-experimental)

• Non-controlled
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Example: Hypericum study (1)

• Objective: To investigate the efficacy of 
hypericum extract LI160 (St John’s 
wort) compared with placebo in 
patients with mild or moderate major 
depression.

• Design: Randomized controlled double 
blind multicenter trial

• Setting: 3 psychiatric primary care units
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Example: Hypericum study (2)

• Participants: 89 adult outpatients with 
mild or moderate depression (Hamilton 
score < 17)

• Interventions: LI160 or placebo three 
times a day for four weeks

• Main outcome variable: Change in 
Hamilton score from baseline to day 28
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Change in Hamilton score

Treatment arm

Baseline

Mean ± SD

After 4 weeks

Mean ± SD

Hypericum (N=42) 15,57 ± 4,10 7,10 ± 3,11

Placebo (N=47) 14,96 ± 4,82 10,45 ± 3,60

p-value
Mann-Whitney U-test

0,531 0,000
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Responder rate
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Responder = Patient whose Hamilton score after 4 
weeks was ≤ 8 or decreased at least 50%

OR = 0,136 
[0,036; 0,506]



Study type: Observational

• Controlled
• Cohort-study

• Case-control-study

• Non-controlled
• Cohort-study

• Cross-sectional study (survey)
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Example cohort study (1)

• Study question: What are the causes 
and risks for cardiovascular disease in 
USA?

• Participants: Start of the study 1948 
with 5209 men and women aged 30 -
62 years from Framingham
(Massachusetts)
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Link: http://www.framinghamheartstudy.org/



Example cohort study (2)

• Procedure: Every two years 
comprehensive medical check and 
interview about life style

• Results: Identification of the most 
important risk factors, like 
hypertension, hypercholesterolemia, 
smoking, overweight, diabetes
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Example case-control study (1)

• Objective: To investigate the 
association between migraine and 
stroke in young women

• Participants: 291 women aged 20 - 44 
years with stroke compared with 736 
age and hospital matched controls

• Main outcome variable: self reported 
history of headaches
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Example case-control study (2)
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Study protocol

• Main study question, hypotheses

• Including and excluding criteria

• Outcome and explanatory variables

• Study type

• Follow-up, duration

• Statistical analysis methods

• …
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Population and sample

• Population covers the entire group of 
individuals in whom you are interested.

• Due to size or inaccessibility of popula-
tion almost always a subset can be 
investigated: The sample is the subset 
of individuals that are included in the 
study.

• Census: the sample consists of all 
members of the population. 
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Population and sample

23

Population
µ = true mean = expected value
σ = true standard deviation

Sample
N = sample size

= mean
SD = standard deviation

x



Example

• Sample: 200 patients with hypertension, 
i.e. sample size N = 200. 

• When the superiority of drug A is proved 
(based on sample data), potentially all 
patients with hypertension (=population)
could be prescribed the drug, i.e. the 
result of sample is generalized to the 
population (statistical inference).
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Statistical inference

• Inference from the (special) sample to 
the (general) population.

• Prerequisite: Random sample (also 
called representative sample), i.e. each 
object has the same chance to be 
selected for the sample.
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Principles of statistical 
inference

• You want to prove a hypothesis: 
statistical test (hypotheses refer ever to 
population!)

• You want to estimate the true value of 
a parameter: estimation

• The certainty of a statistical result is 
ever lower than 100% (except for 
census)!
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Oberservational unit / variable

• Observational unit is the object of a 
study, e.g. patient, animal, blood 
sample, …

• For each object the (for answering the 
study question relevant) properties  
have to be defined and measured as 
variables.

27



Values of variables

Variable Value

Gender Female

Size 1,72 m

Weight 69 kg

Number of pregnancies 2

Blood pressure 120/70 mmHg

… …

28

For each object the variable has a 
characteristic value, e.g.



Types of variable

• Categorical (qualitative)
• Nominal: categories are mutually exclusive 

and unordered, e.g. gender, eye colour
Dichotomous or binary: two categories 
only, e.g. dead or alive, relapse y/n

• Ordinal: categories are mutually exclusive 
and ordered, e.g. disease stage, education 
level, quality of life
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Coding

• = (arbitrary) assignment of natural 
numbers to the categories

• Examples:
• Variable gender: male = 1, female = 2

• Variable histological type: epithelial = 1, 
intermediate = 2, anaplastic = 3, other = 4
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Definition of categories
Example: Lung cancer

• Yes / no

• Epithelial / mesothelial / other / no

• Using the WHO-classification
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Types of variable

• Numerical (quantitative)
• Counts (discrete): integer values, e.g. 

number of pregnancies, number of siblings

• Continuous (measured): takes any value in 
a range of values (interval), e.g. blood 
pressure in mmHg, weight in kg, thickness 
in mm, age in years
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Purpose of variables

• Identification

• Outcome variable

• Explanatory variable
• Factor (qualitative)

• Covariable (quantitative)

• Confounder
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Example confounding
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Data recording

• = measuring and documentation of the 
values of all variables for each object

• Generating a rectangular structure 
(spreadsheed)

• Important: The measurements at 
different objects have to be indepen-
dent (statistical independence)!
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Checking data quality
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Frequency

• Absolute frequency = number of 
occurrence of a value in a sample, e.g. 
14 persons have blue eyes.

• Relative frequency = number of 
occurrence of a value in a sample / 
sample size, e.g. 14 persons of 57 have 
blue eyes, i.e. 24,6%.

38



A frequency distribution

• describes how the frequencies are 
distributed on all (in the sample) 
occurring values.

• Presentation as frequency table or 
diagram
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Frequency table

40

Haarfarbe

10 8,5 8,6 8,6

45 38,5 38,8 47,4

2 1,7 1,7 49,1

51 43,6 44,0 93,1

8 6,8 6,9 100,0

116 99,1 100,0

1 ,9

117 100,0

hellblond

dunkelblond

rot / rotblond

braun

schwarz

Gesamt

Gültig

SystemFehlend

Gesamt

Häufigkeit Prozent

Gültige

Prozente

Kumulierte

Prozente



Graphical data presentation
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Bar chart Pie chart

n = 151

n = 151



Frequency table
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Alter

4 3,4 3,4 3,4

28 23,9 24,1 27,6

29 24,8 25,0 52,6

20 17,1 17,2 69,8

7 6,0 6,0 75,9

7 6,0 6,0 81,9

9 7,7 7,8 89,7

4 3,4 3,4 93,1

2 1,7 1,7 94,8

2 1,7 1,7 96,6

2 1,7 1,7 98,3

1 ,9 ,9 99,1

1 ,9 ,9 100,0

116 99,1 100,0

1 ,9

117 100,0

20,00

21,00

22,00

23,00

24,00

25,00

26,00

27,00

28,00

30,00

32,00

38,00

41,00

Gesamt

Gültig

SystemFehlend

Gesamt

Häufigkeit Prozent

Gültige

Prozente

Kumulierte

Prozente



Summarizing measures 
(parameters)

4343
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Summarizing measures
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Statistiken

116 117 116

1 0 1

23,3621 173,1026 66,6888

3,23136 8,55246 12,41771

10,442 73,145 154,200

20,00 155,00 45,00

41,00 200,00 98,70

21,0000 165,0000 58,0000

22,0000 173,0000 64,0000

24,0000 179,0000 75,7500

Gültig

Fehlend

N

Mittelwert

Standardabweichung

Varianz

Minimum

Maximum

25

50

75

Perzentile

Alter Größe Gewicht

Median



Graphical data presentation
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Histogram Boxplot



Histogram with density 
function of normal distribution

4646



Normal distribution (1)
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Normal distribution (2)
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Density function of normal distribution with µ = 3 and σ = 4



Normal distribution (3)
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Normal distribution (4)
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Normal distribution (5)
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Analysis of two variables

• Both variables are qualitative:  
contingency table

• One variable is qualitative, one variable 
is quantitative: break-down table

• Both variables are quantitative: 
scattergram, correlation coefficient
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Contingency table
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Geschlecht * Haarfarbe Kreuztabelle

3 17 3 14 6 1 44

6,8% 38,6% 6,8% 31,8% 13,6% 2,3% 100,0%

20,0% 30,4% 75,0% 25,5% 75,0% 100,0% 31,7%

2,2% 12,2% 2,2% 10,1% 4,3% ,7% 31,7%

12 39 1 41 2 0 95

12,6% 41,1% 1,1% 43,2% 2,1% ,0% 100,0%

80,0% 69,6% 25,0% 74,5% 25,0% ,0% 68,3%

8,6% 28,1% ,7% 29,5% 1,4% ,0% 68,3%

15 56 4 55 8 1 139

10,8% 40,3% 2,9% 39,6% 5,8% ,7% 100,0%

100,0% 100,0% 100,0% 100,0% 100,0% 100,0% 100,0%

10,8% 40,3% 2,9% 39,6% 5,8% ,7% 100,0%

Anzahl

% von Geschlecht

% von Haarfarbe

% der Gesamtzahl

Anzahl

% von Geschlecht

% von Haarfarbe

% der Gesamtzahl

Anzahl

% von Geschlecht

% von Haarfarbe

% der Gesamtzahl

männlich

weiblich

Geschlecht

Gesamt

hellblond dunkelblond rot / rotblond braun schwarz keine Haare

Haarfarbe

Gesamt



Break-down table
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Deskriptive Statistik

44 20,00 30,00 23,0682 2,07306

44 170,00 197,00 182,7727 6,30933

44 58,00 116,00 79,8636 10,91317

44

95 19,00 32,00 22,7579 2,77801

95 156,00 185,00 168,1474 6,18331

93 44,00 80,00 59,4516 7,65778

93

Alter

Größe

Gewicht

Gültige Werte

(Listenweise)

Alter

Größe

Gewicht

Gültige Werte

(Listenweise)

Geschlecht
männlich

weiblich

N Minimum Maximum Mittelwert

Standardab

weichung



Scattergram (1)
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N = 137
Correlation coefficient r = 0,739



Scattergram (2)
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Correlation coefficient (CC)

• If both variables are (nearly) normally 
distributed you calculate the Pearson 
CC, else the Spearman CC.
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Interpretation of CC
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Absolute value Interpretation
(rule of thumb)

0 – 0,3 No correlation

0,3 – 0,6 Weak correlation

0,6 – 0,8 Moderate correlation

> 0,8 Strong correlation

Sign positive: trend is positive 
Sign negative: trend is negative



Hypotheses
• Statistical hypothesis = assumption 

about a circumstance in the population

• Hypotheses are defined using the 
outcome variable and the clinical 
meaningfully (relevant) difference.

• Example: The mean reduction of drug A 
is 20 mmHg and of drug B 10 mmHg, 
i.e. the clinical meaningfully difference 
is 20 - 10 = 10 mmHg
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Kind of hypotheses

• Null hypothesis H0 = status quo / no 
difference / no change / no dependency 
(converse of the alternative hypothesis)

• Alternative hypothesis H1 = possible 
innovation / issue to be proved (the 
study hypothesis) / difference / change / 
dependency (converse of null 
hypothesis)
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Example H0

• Null hypothesis: Drug A and drug B 
have the same effect, i.e.
the mean reduction of blood pressure in 
the two groups is equal, i.e.
µA = µB, i.e.
δ = µA - µB = 0

62

µ = true mean of blood pressure difference



Example H1

• Alternative hypothesis: Drug A and drug 
B have different effects, i.e.
the mean reduction of blood pressure in 
the two groups is not equal, i.e.
µA ≠ µB, i.e.
δ = µA - µB ≠ 0

63

µ = true mean of blood pressure difference



One-sided hypotheses
• H0: The mean reduction of blood 

pressure in group A is lower or equal as 
in group B, i.e.
µA ≤ µB, i.e. δ = µA - µB ≤ 0

• H1: The mean reduction of blood 
pressure in group A is greater as in 
group B, i.e.
µA > µB, i.e. δ = µA - µB > 0

64
µ = true mean of blood pressure difference



Statistical test

• = statistical procedure to confirm or 
reject the null hypothesis

• The result is called statistically 
significant, if the null hypothesis is 
rejected.
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Errors with statistical test

Result of test
(based on sample data)

Population*

H0 is true H1 is true

Test confirms H0 � Type II error

Test rejects H0 Type I error �

66

* We don‘t really know whether H0 is true or false! 



Type I error

• = probability of rejecting H0 although 
H0 is true.

• The type I error is controlled by the 
significance level α, i.e. α is the 
probability of making type I error.

• Usual values for α are 1% (0,01), 5% 
(0,05) or 10% (0,1).
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Type II error

• = β = probability of confirming H0
although H0 is false.

• Power = 1 - β = probability of rejecting 
H0 (= obtaining a „statistically 
significant“ result) when H0 is truly 
false.
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Type II error
• The type II error cannot be controlled 

because H1 cannot be specified.

• Example H1: Drug A and drug B have 
different effects, i.e. the mean 
reduction of blood pressure in the two 
groups is not equal, i.e. µA ≠ µB, i.e. δ = 
µA - µB ≠ 0, but the true value of δ is 
unknown.

69

µ = true mean of blood pressure difference



Decision 

• Comparison of p-value with the 
significance level α:
• If p > α: confirmation of H0

• If p ≤ α: rejection of H0

• When you perform a statistical test with 
statistical software, the p-value will be 
calculated and printed.
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General procedure

• Definition of outcome variable and 
hypotheses

• Choice of significance level

• Choice of appropriate test

• Performing the test with data

• Reading off the p-value and decision

• Interpretation of result
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Example 1

• Does drug A reduce 
the systolic blood 
pressure for patients 
with hypertension?

• The average 
reduction of blood 
pressure by drug A 
is 10 mmHg.
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Example 1: data structure
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Variable

Pa
ti
en

t

SBP = systolic blood pressure

ID Gender Age Size Weight SBP before SBP after

1 m 63 180 93,0 160 140

2 m 72 183 79,7 150 145

3 f 83 165 78,0 170 172

4 m 74 175 90,5 160 130

5 m 52 176 72,4 190 180

6 f 61 165 64,0 150 155

7 f 71 173 83,0 165 145

8 m 79 180 92,3 185 175

9 m 65 177 66,5 170 175

10 ... ... ... ... ... ...



Example 1: hypotheses

• H0: „The mean of systolic blood pressure
before and after treatment is equal.“
H1: „The mean of systolic blood pressure
before and after treatment is not equal.“

• µ = true mean of blood pressure

• H0: µbefore= µafter, H1: µbefore≠ µafter

oder
H0: µbefore– µafter = 0,
H1: µbefore– µafter ≠ 0
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Example 1: normal distribution 
check
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Example 1: t-test for paired 
samples

76

Mean of blood pressure difference p-value

Decision: p < 0,05  ⇒ H0 is rejected



Example 1: Wilcoxon signed 
rank test

77

p-value



Example 2

• There are 
differences between 
drug A and B in 
reducing the systolic 
blood pressure for 
patients with 
hypertension?

• The average 
reduction of blood 
pressure by drug A 
is 10 mmHg, by 
drug B 15 mmHg.
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Example 2: data structure

79

ID

Treat-
ment
group Gender Age Size Weight

Systolic blood
pressure before

Systolic blood
pressure after

Diffe-
rence

1 A f 63 180 93,0 160 140 20

2 A m 72 183 79,7 150 145 5

3 A f 83 165 78,0 170 172 -2

... ... ... ... ... ... ... ... ...

61 B f 61 165 64,0 150 155 -5

62 B f 71 173 83,0 165 145 20

63 B m 79 180 92,3 185 175 10

... ... ... ... ... ... ... ... ...

Variable

Pa
ti
en

t



Example 2: hypotheses

• H0: „The mean of blood pressure difference in 
both groups is equal.“
H1: „The mean of blood pressure difference in 
both groups is not equal. “

• µ = true mean of blood pressure difference

• H0: µgroup A = µgroup B

H1: µgroup A ≠ µgroup B
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Example 2: t-test for 
independent samples

81

p-value

Decision: p > 0,05  ⇒ H0 is confirmed



Example 3: hypotheses
• Comparison of bone density in mice

administrated with three different vitamin D 
concentrations

• µ = true mean of bone density
• H0: µdietgroup1= µdietgroup2= µdietgroup3

H1: µdietgroup1 ≠ µdietgroup2 or
µdietgroup1 ≠ µdietgroup3 or
µdietgroup2 ≠ µdietgroup3
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Example 3: oneway analysis of 
variance

83

p-value global test

Bonferroni
correction

p-values single tests



Example 4

• Which treatment of 
varicosis* (stripping 
or ELT) is better?

• The infection rate of 
ELT is 3% and of 
stripping 15%.

84

* Varicose veins (commonly on the leg) are veins that 
have become enlarged and tortuous, because the 
leaflet valves to prevent blood from flowing backwards 
are insufficient.



Example 4: hypotheses

• H0: „Infection rate and OP-method are 
independent.“
H1: „Infection rate and OP-method are 
dependent.“

• H0: P(Infection|OP1)=P(Infection|OP2)
H1: P(Infection|OP1)≠P(Infection|OP2)

85

OP1=ELT, OP2=Stripping
P(Infection|OP1) = (conditional) probability, that an infection 
occurs, if OP-method 1 was applied



Chi-squared test (χ2 test)

• is a (non-parametric) test for 
categorical outcome variables resp.
for dependencies in contingency tables 
(comparison of proportions).

• Requirement: the cell counts may not 
be to small, otherwise the Fisher exact 
test may be used.
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Example 4: chi-squared test (1)
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Example 4: chi-squared test (2)
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General procedure

• Definition of outcome variable and 
hypotheses

• Choice of significance level

• Choice of appropriate test

• Performing the test with data

• Reading off the p-value and decision

• Interpretation of result
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The choice of statistical test
depends on

• Type and distribution of outcome 
variable

• Kind of hypothesis

• Number of groups

• Paired (related) or independent samples

90
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Tests for comparing two or more 
groups of continuous data

92

Outcome variable is 
normal distributed
(parametric tests)

Outcome variable is 
not normal distributed 
(non-parametric tests)

Two independent 
groups

t-test for independent 
samples

Mann-Whitney U test

Two dependent 
groups

t-test for dependent 
(paired) samples

Wilcoxon signed rank 
test, sign test

Three and more 
independent groups

Analysis of variance for 
independent samples

Kruskal-Wallis test

Three and more 
dependent groups

Analysis of variance for 
dependent samples
(repeated measurements)

Friedman test



Normal distribution check

• Comparing mean and median

• Interpretation of skewness

• Diagram (histogram, boxplot)

• Kolmogorov-Smirnov test
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Example (1)

• Outcome variable is continuous and 
(approximately) normal distributed

• H0: µA = µB, i.e. comparing means

• Two independent groups

• Appropriate statistical test: t-test for 
independent samples
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Example (2)

• Explanatory and outcome variable are 
dichotomous

• H0: Therapy and outcome variable are 
independent, i.e. comparing rates / 
proportions

• Appropriate statistical test: Chi-squared 
test
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Parameter estimation

• Inference from the value of a parameter 
(summarizing measure based on data) 
to the (unknown) value in the 
population

96

Sample
mean

Population

True mean (expected value) µ

Estimation

x



A confidence interval (CI)

• consists of a lower and upper limit and 
describes the precision of estimation.

• The limits of CI include the true (but 
unknown) parameter value with a fixed 
confidence probability, e.g. 95%.

• The limits are calculated from data.

• Parameters are e.g. mean, odds ratio, 
correlation coefficient
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Example CI

98

Mean of blood pressure difference

1 0 975n ; ,
t s

UG x-
n

− ⋅
= 1;0,975n

t s
OG x

n

− ⋅
= +



Using CI for statistical test
• If H0 has the form “Parameter has a 

defined value (e.g. µ = 0)”, one may 
perform a test by checking whether the 
CI for the parameter contains the 
defined value:
• If the CI contains the defined value, H0 will 

be confirmed.

• If the CI does not contain the defined 
value, H0 will be rejected.
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Test using CI: example 1
H0: true mean of blood pressure difference = 0

100

The 95%-KI for the true mean of blood pressure 
difference does not contain the value 0, i.e. the null-
hypothesis µ = 0 is rejected at a significance level of 5%.



Test using CI: example 2
H0: true odds ratio = 1

101

Täglicher 
Alkoholkonsum

Ösophagus-
Karzinom ja

Ösophagus-
Karzinom nein

≥ 80 g 96 109

< 80 g 104 666

Gesamt 200 775

⋅
= =

⋅

96 666
5,64

104 109
OROdds ratio: 95%-KI: [4,0;7,95]

The CI does not contain the value 1, i.e. a daily intake of 
more than 80 g alcohol is a statistically significant risk for 
esophageal carcinoma!



CI versus test

• A statistical test provides a decision pro 
or contra H0, i.e. “Is there a statistically 
significant difference or not?”

• A CI provides a test decision and 
additionally information about the size 
of the difference!
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Interpretation of statistical 
significance
• The number of tests affects the level of 

significance.

• If the sample size is very large, small 
differences may become significant.

• Significant results are not obvious 
clinically relevant.

• Significant results do not prove 
necessarily a causal correlation.
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