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Sample size calculation 

• is an answer to the question: “How 
large should my study be?” 

• There are statistical tools (software) to 
enable a scientific answer, but 

• they require basic considerations! 
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Sample size calculation 

• = definition of sample size prior to the 
start of the study 

• Part of study design 

• Contradictory goals: 

• To get results accurate and reliable as 
possible the sample size should be large 

• To minimize possible risks for the partici-
pants the sample size should be small 



Kind of sample size calculation 

• Estimation/determination: Estimation of 
sample size for achieving desired 
statistical assurance of accuracy and 
reliability 

• Justification: Adaption to practical 
aspects, e.g. budget constraints or 
medical considerations 

• Adjustment: e.g. for dropouts 
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Kind of sample size calculation 

• Re-estimation: interim analyses yield 
cumulative information for new 
estimation, i.e. you can assess if the 
selected sample size is sufficient to 
achieve a desired power at the end of 
the study (“adaptive study design”) 
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Basic considerations (1) 

• Clear definition of question which shall 
be answered with the study 

• Example: Does the new drug A reduce 
the systolic blood pressure better as the 
established drug B in patients with 
hypertension? 
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Statistical model 
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Outcome 
caused by / 

dependent on? 

Exposure 

Explanatory variable 
or factor, e.g. 
treatment 

Outcome variable, 
e.g. difference of 
blood pressure 

Confounding 

e.g. age, gender, comorbidity 



Basic considerations (2) 

• Definition of primary outcome variable 

• Example: The primary outcome variable 
is the difference of systolic blood 
pressure before – after the intake of 
drug (mmHg). 
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Example of data structure 
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ID 

Treat-
ment 
group Gender Age Size Weight 

Systolic blood 
pressure before 

Systolic blood 
pressure after 

Diffe-
rence 

1 A f 63 180 93,0 160 140 20 

2 A m 72 183 79,7 150 145 5 

3 A f 83 165 78,0 170 172 -2 

... ... ... ... ... ... ... ... ... 

61 B f 61 165 64,0 150 155 -5 

62 B f 71 173 83,0 165 145 20 

63 B m 79 180 92,3 185 175 10 

... ... ... ... ... ... ... ... ... 

Variable  

P
a
ti
e
n
t 

 



Types of variable 

• Categorical (qualitative) 

• Nominal: categories are mutually exclusive 
and unordered, e.g. gender, eye colour 
Dichotomous or binary: two categories 
only, e.g. dead or alive, relapse y/n 

• Ordinal: categories are mutually exclusive 
and ordered, e.g. disease stage, education 
level, quality of life 
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Types of variable 

• Numerical (quantitative) 

• Counts (discrete): integer values, e.g. 
number of pregnancies, number of siblings 

• Continuous (measured): takes any value in 
a range of values (interval), e.g. blood 
pressure in mmHg, weight in kg, thickness 
in mm, age in years 
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Statistical inference 
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Population 
 = true mean = expected value 
 = true standard deviation 

Sample 
N = sample size 

= mean 
SD = standard deviation 

 

x



Example 

• Sample: 200 patients with hypertension, 
i.e. sample size N = 200.  

• When the superiority of drug A is proved 
(based on sample data), potentially all 
patients with hypertension (=population) 
could be prescribed the drug, i.e. the 
result of sample is generalized to the 
population (statistical inference). 

13 



Basic considerations (3) 

• Statistical hypothesis = assumption 
about a circumstance in the population 

• Hypotheses are defined using the 
outcome variable and the clinical 
meaningfully (relevant) difference. 

• Example: The mean reduction of drug A 
is 20 mmHg and of drug B 10 mmHg, 
i.e. the clinical meaningfully difference 
is 20 - 10 = 10 mmHg 
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Kind of hypotheses 

• Null hypothesis H0 = status quo / no 
difference / no change / no dependency 
(converse of the study hypothesis) 

• Alternative hypothesis H1 = possible 
innovation / issue to be proved / 
difference / change / dependency 
(converse of null hypothesis) 
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Example H0 

• Null hypothesis: Drug A and drug B 
have the same effect, i.e. 
the mean reduction of blood pressure in 
the two groups is equal, i.e. 
µA = µB, i.e. 
 = µA - µB = 0 
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µ = true mean of blood pressure difference 



Example H1 

• Alternative hypothesis: Drug A and drug 
B have different effects, i.e. 
the mean reduction of blood pressure in 
the two groups is not equal, i.e. 
µA  µB, i.e. 
 = µA - µB  0 
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µ = true mean of blood pressure difference 



One-sided hypotheses 

• H0: The mean reduction of blood 
pressure in group A is lower or equal as 
in group B, i.e. 
µA  µB, i.e.  = µA - µB  0 

• H1: The mean reduction of blood 
pressure in group A is greater as in 
group B, i.e. 
µA > µB, i.e.  = µA - µB > 0 
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µ = true mean of blood pressure difference 



One-sided hypotheses 

• are used in non-inferiority trials, i.e. 
you will prove that the new drug is at 
least as efficient as the well established 
drug. 
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Basic considerations (4) 

• Study type: randomized controlled trial 
with two arms (parallel-group design) 
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Statistical test 

• = statistical procedure to confirm or 
reject the null hypothesis 
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Errors with statistical test 

Result of test Population* 

(based on sample data) H0 is true H1 is true 

Test confirms H0  Type II error 

Test rejects H0 Type I error  
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* We don„t really know whether H0 is true or false!  



Type I error 

• = probability of rejecting H0 although 
H0 is true. 

• The type I error is controlled by the 
significance level , i.e.  is the 
probability of making type I error. 

• Usual values for  are 1% (0,01), 5% 
(0,05) or 10% (0,1). 
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Type II error 

• =  = probability of confirming H0 
although H0 is false. 

• Power = 1 -  = probability of rejecting 
H0 (= obtaining a „statistically 
significant“ result) when H0 is truly 
false. 
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Type II error 

• The type II error cannot be controlled 
because H1 cannot be specified. 

• Example H1: Drug A and drug B have 
different effects, i.e. the mean 
reduction of blood pressure in the two 
groups is not equal, i.e. µA  µB, i.e.  = 
µA - µB  0, but the true value of  is 
unknown. 
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µ = true mean of blood pressure difference 



Choice of statistical test 
depends on 

• Type and distribution of outcome 
variable 

• Kind of hypothesis 

• Number of groups 

• Paired (related) or independent samples 
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Example (1) 

• Outcome variable is continuous and 
(approximately) normal distributed 

• H0: µA = µB, i.e. comparing means 

• Two independent groups 

• Appropriate statistical test: t-test for 
independent samples 
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Example (2) 

• Explanatory and outcome variable are 
dichotomous 

• H0: Therapy and outcome variable are 
independent, i.e. comparing rates / 
proportions 

• Appropriate statistical test: Chi-square 
test 
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Example Chi-square test 

Therapy Infection yes Infection no Total 

Zidovudin 13 (7,2%) 167 (92,8%) 180 

Placebo 40 (21,9%) 143 (78,1%) 183 

Total 53 310 363 
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p-value of Chi-square test = 0,000 < 0,05 = , 
i.e. H0 is rejected 

Purpose: To investigate the effect of a virostatic 
therapy on newborns of HIV-positive mothers. 
 
H0: P(Infection|Zidovudin)=P(Infection|Placebo) 



Summary: you must know 
resp. define 

• Type and distribution of outcome 
variable, Hypotheses 

• Information about variability 
(continuous outcome variable only) 

• Kind of statistical test 

• Clinical meaningfully difference 

• Type I error, type II error 
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Example 

• Comparison of proportions 

• Chi-square-test 

• Clinical meaningfully difference: 
60% - 30% = 30% 

•  = 0,05,  = 0,20 
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The analysis depends on the 
type of outcome variable 

• Nominal: comparison of proportions by 
Chi-square test or logistic regression 

• Continuous: 

• Comparison of means by t-test or Mann-
Whitney U-test 

• Time to event: Kaplan-Meier procedure or 
Cox-regression 
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Example: Hypericum study 

• Purpose: To investigate the efficacy of 
hypericum extract LI160 (St John‟s 
wort) compared with placebo in 
patients with mild or moderate major 
depression. 

• Design: Randomized double blind 
multicenter trial 

• Setting: 3 psychiatric primary care units 
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Example: Hypericum study 

• Participants: 89 adult outpatients with 
mild or moderate depression (Hamilton 
score < 17) 

• Interventions: LI160 or placebo three 
times a day for four weeks 

• Main outcome measure: Change in 
Hamilton score from baseline to day 28 

36 



37 

H
a
m

ilt
o
n
 s

co
re

 



Change in Hamilton score 

Treatment arm 
Baseline 

Mean ± SD 
After 4 weeks 

Mean ± SD 

Hypericum (N=42) 15,57 ± 4,10 7,10 ± 3,11 

Placebo (N=47) 14,96 ± 4,82 10,45 ± 3,60 

p-value 
Mann-Whitney U-test 

0,531 0,000 
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Responder rate 
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Responder = Patient whose Hamilton score after 4 
weeks was  8 or decreased at least 50% 

OR = 0,136 
[0,036; 0,506] 
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Regression analysis 

• is a statistical procedure to answer the 
question: How do multiple explanatory 
variables (factors or covariables) 
influence one outcome variable? 

Factor = categorical, Covariable = continuous 
Notation: explanatory variables = independent 
variables, outcome variable = dependent variable 
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Regression analysis 

   Dependent on the type of outcome 
variables there are different procedures: 

• Continuous: linear regression                                                         
(or non-linear regression) 

• Binary: logistic regression 

• Time-to-event: Cox-Regression 
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Example logistic regression: 
APSAC study 

Heparin APSAC 

N 151 162 

Men 129 (85%) 139 (86%) 

Age [years] 55,9 (9,1) 56,5 (9,2) 

Term between infarction and 
treatment [min] 

158,5 (55,5) 172,4 (53,3) 

Smoker 93 (61,6%) 95 (58,6%) 

Anterior myocardial infarction 71 (47%) 73 (45,1%) 

APSAC = Anisoylated Plasminogen Streptokinase Activator Complex 
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Example logistic regression: 
APSAC study 

Mortality during hospital 
stay (28 days) Died Not died 

APSAC 9 153 

Heparin 19 132 

Total 28 285 

9 132
0,41

19 153
OR


 


Odds ratio: 

95%-CI: 
[0,18;0,93] 
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Factor / Covariable Coding 

Age [years] 

MI in history 0 = no, 1 = yes 

Localisation 0 = anterior, 1 = posterior 

Gender 0 = female, 1 = male 

Term between infarction and treatment [min] 

Angina pectoris 0 = no, 1 = yes 

Hypertension 0 = no, 1 = yes 

Diabetes 0 = no, 1 = yes 

Hypercholesterolemia 0 = no, 1 = yes 

Smoking 0 = nonsmoker, 1 = smoker 

Treatment 0 = Heparin, 1 = APSAC 

Outcome variable: Mortality during hospital stay  
Coding: 0 = not died, 1 = died 

Example logistic regression: 
APSAC study 
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Factor / Covariable Odds ratio 95%-CI 

Treatment 0,37 [0,15;0,90] 

Age 1,06 [1,01;1,12] 

MI in history 8,09 [2,43;26,91] 

Localisation 0,76 [0,33;1,79] 

Gender 0,47 [0,17;1,35] 

Term between infarction and 
treatment 

1,01 [1,00;1,01] 

Angina pectoris 0,88 [0,35;2,20] 

Hypertension 1,24 [0,52;2,95] 

Diabetes 0,88 [0,20;3,63] 

Hypercholesterolemia 1,79 [0,53;6,05] 

Smoking 0,88 [0,34;2,28] 

Example logistic regression: 
APSAC study 
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Analysis of time to event 
(survival analysis) 

• Outcome variable is the time upon an 
event occurs. Event may be death, 
relapse, remission, healing. If event = 
death: survival time 

• Special features: 
• Measurement of time 

• Incomplete observations (censored data) 

• Mostly no normal distribution 
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Measurement of time 

• Start 

• Date of randomization for RCTs 

• Date of diagnosis or therapy for 
observational studies 

• End 

• is sometimes difficult to determine exactly, 
e.g. data of relapse 
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Censoring 

• occurs when the value of time to event 
is only partially known. 

• Reasons: 

• End of follow-up 

• Dropout 

• Due to therapy, e.g. severe allergy 

• Other reasons, e.g. lost of contact 
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Study history (example) 

Start of study End of study 

Time [years] 

0 1 2 3 

X  Death 

A  Dropout 

     Survival time 

     Length of stay within 

the study (censored data) 

X 

X 

X 
A 

A 

A 

A 
X 

X 

A 

A 

X 

4 5 6 

Recruitment Follow-up 

A 

A 



The Kaplan-Meier procedure 

• allows the estimation of survival rate 
taking account of the information 
provided by censored observations. 
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Example 1 

Kaplan-Meier survival curve 
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Example 1 

With censored data Without censored data 



Kaplan-Meier curve with factor 

• To compare several groups you can 
specify a categorical variable as factor, 
e.g. type of disease. 

• Example: Comparison of three types of 
lymphoma: Hodgkin-lymphoma (N=49), 
plasmocytoma (N=36), and diffuse B-
cell lymphoma (N=10) 
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Example 2: Survival curves 

p-value Log-Rank-
Test = 0,000 



Cox-regression 

• Is a method to analyze the impact of 
multiple factors or quantitative 
covariables (independent variables) to a 
time to event variable (dependent 
variable), i.e. you can include several 
factors in one statistical analysis.  
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Factor / Covariable Hazard ratio 95%-CI 

Age 1,002 [0,980;1,023] 

Hospital (1=Köln, 
2=Hannover) 

2,821 [1,225;6,494] 

Lymphoma = 0 (Hodgkin- 
lymphoma) 

1,000 Reference 
category 

Lymphoma = 1 
(Plasmocytoma) 

1,844 [0,731;4,653] 

Lymphoma = 2 (Diffuse B-
cell lymphoma) 

10,080 [3,347;30,360] 

Therapy (1=A, 2=B) 0,545 [0,291;1,021] 

Example 2: Cox regression 


